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Abstract

In this paper we show how to train soccer robots
using static game situations in diagrams arranged
by a human coach. Rather than programming every
detail by hand, we let the robots learn from strate-
gic examples sketched by the coach. With our ap-
proach, the coach defines new game positions and
indicates to the players how to react to them, like
in real soccer. We have implemented a manage-
ment tool to collect and organize all the game po-
sitions entered by the coach. The game situation is
encoded as a feature vector, which is used to train
a neural network. The network learn to general-
ize and give advice on the best option for a player.
The general method is illustrated with the specific
case of robots learning to pass. The method can be
generalized to other tasks and to several networks
encoding different game strategies.

Motivation

plays to human players: using static diagrams of what consti
tutes a good and what constitutes a bad move. What we pro-
pose is that a human coach draws interesting game situations
for example for passinfg], and then assigns them a “good”
or “bad” grade. The computer should then learn to generalize
from such examples to new and unseen game situations.
Entering enough examples into the system, it is then pos-
sible to train a neural network which can achieve the desired
generalization. The coach trains the robots with examples,
and the robots learn to do the right thing. Moreover, by keep-
ing separate databases of offensive or defensive stratégie
is possible to train several neural networks for differéyles
of play. We then can integrate an external agent (a coach, asi
the simulation league), which can provide advice on the best
strategy for the current adversa@l. The robots can then
switch their strategy dynamically according to this advice

2 Setting up Training Examples of Game
Situations

The first step for training the robots with our approach is to
set up some examples of possible game situations. For this

RoboCup robots are usually programmed by hand. Learrnwe can use our simulator for the small-size robots. From now
ing techniques, such as reinforcement learning, have beemn, let us assume that we want robots to learn how to pass the
used for several years in the simulation leafgle In the ro-

botic leagues it is more difficult to automatically learn irg

ball (and receive it). The player with the ball will be callde
“passer”, and the player receiving the ball will be called th

level skills, and therefore learning has been mostly used ttreceiver”. Figure 1 shows a scene in which player 0 should
allow robots to automatically adapt the parameters of lowpass the ball to player 1, which is waiting for the pass. With
level skills[2]. It is also clear why: we cannot let real robots our simulator, the user can set up such a game situation by
play against themselves hundreds of times, so that thely leadragging players from each team to the desired position.

to behave successfully.

In what follows, we focus only on a passer and a single

An alternative could be a simulation, but an exact model ofavailable receiver. Later on, we generalize our technidgoies

the robots is never so exact that a simulation could be used &ake all other field players into account.

a complete substitut®]. On the one hand, it is hard to have

Once an example has been entered by the coach, we save

an errorless prediction of the driving behavior of real fisbo  all relevant information in an XML-file. In the experiments
On the other hand, very small changes in hardware can leadkescribed in this paper, we have used static situations;avhe
to significantly different characteristics, such as moréess
ball control when driving.

In this paper we investigate a second option. We want td-or every stored game situation, we associate with it infor-
supply our small-size robots with our own human knowledgemation that reflects our belief on the correct decision fer th
about soccer. Until now, we have achieved respectable rahe potential passer (giving the pass or not). In the case of
bot behavior mostly using manual hard coding and tuning théhe passing game, we store a real number|[—1;1]. In our
code in long and difficult “training” sessions. We would like system, we apply the convention that whert 0.0 dribbling

to teach the robots in the same way a human coach explains desirable, and that when> 0.0 passing is desirable.

the speeds of all robots and the ball are zero. However, the
same general approach can be applied to dynamic situations.



This is the just distance from the passer to the goal line.

The next five features describe the reward obtained from
passing. We can visualize these features in the following wa
The player on the left has the ball, and ponders whether to
give a pass. The player on the right is only a symbol for a
receiver at one position. In fact, we displace the passvecei
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Figure 1: A static game situation entered by the human coach

3 Encoding Relevant Features

In order to generalize from the stored examples, it is ctticia
look not at the coordinates of the robots, but to some feature
of the game situation. If we would just encode the coordmate
of the robots on the field, and would give this information to a
neural network, the net would have extreme difficultiegtgyi

to generalize to new game situations. A barrier of playens, f
example, is a feature that looks similar in almost all places
in the field, although the coordinates are of the robots can be
very different.

We need to encode the field using a numerical feature vec-
tor. For example, a possible feature is the free space around
the ball receiver. This feature is very relevant becauseesd
not pay to give a pass to a player which will be trapped.

By encoding the game situation with a feature vector, we
necessarily lose information because we cannot recomstruc
all robots’ positions from the features, but we obtain a mor

over a grid ofl 7221 points covering the field, and calculate
at each vertex the features. The results are illustratedein t
following figures.

4. Space available

This parameter encodes the distance from the receiver up
to the nearest opponent. It is large when the opponents
are far away, it is small when an opponent is near. Fig.
2 shows, with a white marker, those portions of the field
where there is much space available, and with black the
space dominated by opponents.

sedecsene
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gigure 2. Space available: White areas of the field are rela-

abstract view of the field. The information given to the nettively opponent-free, dark areas are not

has a better format, since important field aspects are edcode
numerically.

Back to our passing example. Conceptually, the features
we use are split up into two parts, the features having to do
with dribbling (that is, driving with the ball), and the femés
having to do with ball reception. The features are independe
from the training method used.

The features associated with dribbling are:

1. Dribbling freedom

This parameter describes the space available for drib-
bling with the ball, before an opponent appears (in the

direction of the opponent’s goal). This parameter re- 6.

flects the time that it would take the nearest opponent
to interfere with the dribbling path of my robot.

2. Dribbling angle
This is the angle defined by the position of the passer,
the middle of the opponent’s goal line, and the nearest
corner of the field. A robot positioned at an opponent’s
corner, for example, has a dribbling angle of zero. A
robot in the middle of the field, has a dribbling angle of

90 degrees. A larger dribbling angle means that more 7.

space for dribbling is available.
3. Dribbling distance to the goal

5. Passing angle

This is the same feature we had above (dribbling angle),
but now for the receiver. A high passing angle means
that it is good to receive passes, for example in the mid-
dle of the field. A low passing angle means that it is not
so good to receive a pass, for example, at the corners or
near the sides of the field. Fig. 3 shows with a white
marker those positions in the field which offer a good
passing angle, and in dark those positions with a worse
passing angle.

Minimal tangent distance

This value is the shortest distance an opponent has to
move in order to block a pass. Fig. 4 shows, in black,
those field areas where a pass can go through. The white
areas can be blocked by the opponents. In the example,
the receiving robot (lower right) is too near to an oppo-
nent. It would be better if the receiving robot was lo-
cated at some point in the diagonal corridor going from
the middle of the field to the upper right.

Waiting time during passing

This feature is the time elapsed after an opponent has
moved to a new position, where a pass can be blocked,
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Figure 3: Passing angle: White areas of the field provide &igure 5: Waiting time: Opponent robots in white areas can
good passing angle, dark areas do not wait longer for the ball when a pass is coming
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Figure 4: Minimal tangent distance: In dark areas of the field=igure 6: Dribbling freedom for the receiver. Dark areas-ind
the distance to block a pass is large, in white areas not cate much free space, bright areas are covered by opponents

and the instant where the ball arrives. An opponent wittd ~ Training neural networks

a large waiting time can block a pass easily. An oppo- :
nent with negative waiting time cannot reach the baII.We have written a tool to keep track of all the examples of

Fig. 5 shows an example where the dark areas cannot ame situations defined by a human coach (or several human
eas-ily reached by the opponents to stop a pass, while t %oaches). We can group the examples in several categories to
white or gray areas can be reached easily This is prob Tave a better overview of them and to activate and deactivate

bly one of the main criterions which need to be used forparncula_r ex_ample groups. -
deciding to give a pass or not. By activating and deactlvatlng_groups, we can train differ-
ent neural networks to encode different behaviors. For exam
8. Dribbling freedom for the receiver after a pass ple, if an opponent has the ability to block long passes acros
This is the same parameter as "dribbling freedom” forthe ﬂeld, we can deselect all examples where Ion_g passes are
the robot with the ball, but now for the robot receiving considered “good”, and we can train a network which behaves
the pass. Fig. 6 shows the regions of the field whereessentially as the original one, except for its reluctarme n

receiving a pass provides high reward (in black) and lowf© Propose long passes across the field. _
reward (in white). We achieved good classification results using a three-layer

feed forward network6]. The network has 8 input nodes -

It is worth noting that all these features encode symmetrithe features seen in section 3 - and a hidden layer, whose di-
cal field positions with the same numbers. If we had storednension can be set arbitrarily. Right now, we usually have 14
the coordinates of the robots, we would have to store all thdidden nodes. The output node emits a value that indicages th
symmetrical cases every time we enter an example. The feaction that should be taken. An output in the interfvabo; 0]
tures described above take care of encoding all symmetricas interpreted as “Do not pass”, while an outpuf{iico) as
field positions with the same feature vector. The classifisr h “Do pass”. The neural network we use, has already reached
an easier task, once the symmetries of the learning problem size where it is questionable whether it would be good to
have been incorporated in the encoding. let it grow further. One would need too many examples to
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Figure 7: This is the output of a trained neural coach. If a
teammate stands in one of the 2 pink areas, the left player
with the ball should pass.

Figure 9: Our management tool saves static examples of
game situations. The examples can be deleted, or organized
in groups which correspond to alternative offensive sgjiate

hand-tuned implementations, in favor of a more general ap-
proach.

Many other game decisions could be modelled in the way
described in this paper, like for example the team formation
or individual behaviors of a robot ("I am the goalkeeper and
see a opponent dribbling to my goal. My defenders are far
Figure 8: The topology of the neural network used as passingay. Shall | come out of my goal to decrease the shooting
coach angle or not?”).If the behavior control system can alsoriear
the low-level skills, such as driving, or dribbling with thall,

Id f freed f1h K. Riaht k using reinforcement learning or other machine learning al-
ﬁover a Zgrees % 1r§()e om o It e network. Rig -trhnov¥f’ We€yorithms, one obtains a more versatile robotic platforng, an
ave stored aroun examples in our system. The effort is) ya \which is easier to manage and maintain.

worth it: game situations are created quickly with our simu-
lator, and the results we obtain have good quality. f
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